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- Two challenges in functions approximation
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* Inverse Optimization

- A rich model with a convex training loss
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» Applications

- A competition for Neural Networks 1?7
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MuJoCo

Training
# Parameters dataset Scores
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